An Optimization K-Modes Clustering Algorithm with Elephant Herding Optimization Algorithm for Crime Clustering
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Abstract: The detection and prevention of crime, in the past few decades, required several years of research and analysis. However, today, thanks to smart systems based on data mining techniques, it is possible to detect and prevent crime in a considerably less time. Classification and clustering-based smart techniques can classify and cluster the crime-related samples. The most important factor in the clustering technique is to find the centrality of the clusters and the distance between the samples of each cluster and the center of the cluster. The problem with clustering techniques, such as k-modes, is the failure to precisely detect the centrality of clusters. Therefore, in this paper, Elephant Herding Optimization (EHO) Algorithm and k-modes are used for clustering and detecting the crime by means of detecting the similarity of crime with each other. The proposed model consists of two basic steps: First, the cluster centrality should be detected for optimized clustering; in this regard, the EHO Algorithm is used. Second, k-modes are used to find the clusters of crimes with close similarity criteria based on distance. The proposed model was evaluated on the Community and Crime dataset consisting of 1994 samples with 128 characteristics. The results showed that purity accuracy of the proposed model is equal to 91.45% for 400 replicates.
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I. INTRODUCTION

Currently, crimes are growing as social problem. Undoubtedly, in condition of human society, it is impossible to come up with a phenomenon called crime, humans always have need to knowledge of crime analysis and their discovery. Crime analysis is the use of systematic approaches to identify, detect, and crime prediction. With the development of database systems and the high volume of data stored in these systems, a tool is needed to process this data and provide information to users. One of the most important tools for data discovery is data mining [1].

Increasing crime is the problem that security guards are facing with it. With the enormous volume of crime-related data and information in police departments and the complexity of communication between these crimes, statistical and manual models are not able to detect and predict. There are two major flaws to crime traditional statistics methods that often employed by experienced crime scene experts. First, they require a great deal of time and human expense. Second, because of the high rate of human involvement in decision making, they are unable to incorporate all of the influential factors in a crime and the relationships between them and slow down the steps of discovery process. Such situations make it increasingly clear the need to employ an intelligent approach to crime detection and analysis. Developing a model for the police
system for crime analysis and discovery based on machine learning techniques can be the solution to these two challenges[2-4].

The enormous volume of crimes and criminal's data on the one hand and the existence of complex and intangible semantic relationships between this information on the other hand, criminology has made to one of the most important areas of data mining [5]. By extracting the properties of the crime, it will be possible to make a first step for any analysis of the properties of a crime. For this purpose, in this paper, we use a hybrid model based on K-Modes [6] and Elephant Herding Optimization (EHO) [7] algorithm to analyze crime clustering in order to detect similarity of crimes.

Clustering is one of the branches of unsupervised learning and is an automated process in which the samples are divided into groups whose members are similar to each other, these are called clusters [8]. Thus, the cluster is a set of samples that are similar in each cluster and are not similar to those in the other clusters. For similarity, different criteria can be considered, for example, the distance criterion can be used for clustering and samples that are closest to each other can be considered as one cluster.

The K-Modes [6] algorithm based on K-Means algorithm is generalized, which is applicable to big datasets[9]. The K-Modes algorithm is the most primitive algorithm in the batch data clustering process. This algorithm produces denser clusters than other algorithms. This method is faster than other clustering methods. In the K-Modes method, the final answer depends on the choice of the initial centers of the clusters and there is no specific procedure for calculating the initial centers of the clusters.

Swarm Intelligence algorithms are very useful for complex problems and other fields such as clustering and classification. The EHO Algorithm [7] is one of the swarm intelligence algorithms inspired by elephant life behavior. The elephant population is made up of several groups, each class has a leader who manages the elephants. In each generation, a fixed number of elephants leave the bunch and start a new life and form a group. In the EHO algorithm, each elephant is a solution that must have the ideas and behavior of the team leader.

Lack of awareness of clustering algorithms about the purpose of clustering and data structure causes these methods to work without any knowledge of the problem and with particular assumptions of trying to solve the problem. This will produce inappropriate answers if there is a discrepancy between the assumption and purpose of the clustering or the actual structure of the data. However, a wide variety of clustering algorithms in real-world problems have attempted to solve the problem with assumptions about the purpose of clustering and data structure. In this paper, we use an elephant batch optimization algorithm to improve K-Modes. In the hybrid model, we use the EHO algorithm to find the cluster center and optimize the K-Modes algorithm.

II. RELATED WORKS

Recently, several investigations have been made in the field of criminology detection to accelerate discovery and crime clustering. Data mining techniques have attracted the attention of many researchers because of their learning and data training [10-14]. These are methods that express logical patterns and relationships with the least user intervention and automatically. This section suggests different mining methods and models and that each of these algorithms is used in what application.

A hybrid model based on the K-Means and K-Medoid algorithms for crime clustering has been proposed [15]. In the K-Means algorithm, at first points are randomly selected the based on number of clusters required. Then, the data are attributed to one of these clusters with respect to proximity (similarity) and thus new clusters are obtained. By repeating the same procedure, it is calculated new centers for each iteration by averaging the data and reassign the data to new clusters. This process will continue until there is no change in the data. In the hybrid model, the objective is to optimize the K-Medoid algorithm using K-Means. The K-Means model identifies optimal points for clustering, and the data are assigned to the cluster head based on distance. The most important element in clustering is finding centrality. If the center of the cluster is correctly detected, all the cluster head data will be the same. The evaluation of the hybrid model
is performed on 613 data points. The results show that the hybrid model has high accuracy in the number of clusters.

Self-Organizing Map (SOM) artificial neural network (ANN) model [16] has been proposed for the detection of crime and the similarity between different crime groups. SOM is a type of ANN that is trained through unsupervised learning to generate low dimensional state space from input space. Self-organized mappings are differing from other ANNs that SOM use a neighborhood function to maintain the input space property. This feature makes these mappings suitable for giving intuitive data sets of a high dimensionality. In the SOM, the competitive learning method is used for training and is developed based on specific characteristics of the human brain. The competitive learning used in these networks of networks is that in each learning step, the units compete to activate each other, at the end of a competition stage only one unit wins, whose weights are compared to the weights of the other units. It will be changed differently. SOM-ANN based on data training and testing tries to discover similar patterns. Evaluation was performed on 862 crimes with 16 features. The results show that SOM model was able to cluster all the features.

Fuzzy association rules based on Apriori algorithm for clustering crime have been proposed [17]. The hybrid model uses a fuzzy classification for crime ratings and Apriori algorithm for generating rules. Apriori is a classic algorithm for learning the rules of dependency. The input of this algorithm is a set of examples. The algorithm tries to find subsets of samples that are at least shared by C in the sample set. Apriori is a bottom-up algorithm, as one instance is added to the repeated subsets at each step. Evaluation is done on the Communities and Crimes dataset with 40 features. The results show that the SOM model was able to cluster all the features.

Data mining techniques such as linear regression, decision tree are used for clustering crimes [18]. Evaluation was performed on the Communities and Crime Un-normalized dataset with 2215 crime samples in the WEKA environment. Weka software includes a set of machine learning algorithms and data preprocessing tools. The software is designed to quickly test existing methods flexibly on datasets. Linear regression is used to model the value of a quantitative dependent variable that linear relationship with one or more predictors is established. The results show that the accuracy of linear regression detection is higher than the decision tree model and the relative absolute error value is lower than the decision tree.

Data mining techniques such as linear regression, decision tree are used for clustering crimes [18]. Evaluation was performed on the Communities and Crime Un-normalized dataset with 2215 crime samples in the WEKA environment. Weka software includes a set of machine learning algorithms and data preprocessing tools. The software is designed to quickly test existing methods flexibly on datasets. Linear regression is used to model the value of a quantitative dependent variable that linear relationship with one or more predictors is established. The results show that the accuracy of linear regression detection is higher than the decision tree model and the relative absolute error value is lower than the decision tree.

The Apriori algorithms and FP-Growth algorithms have been used to cluster detention crimes [19]. The FP-Growth algorithm is one of the association rule mining algorithms. This algorithm stores the data in a tree called FP-tree and then discovers the samples by constructing a recursive FP-tree. Evaluation was performed on 72 samples. The results showed that the FP-Growth model had higher accuracy, precision and F-Measure criteria than the Apriori.

The crime clustering was performed using the K-Means algorithm[20]. Evaluation was performed on the England and Wales dataset from 1990 to 2011 in the Rapid-Miner environment. In the K-means algorithm, k members (k is the number of clusters) are randomly selected from n members as the centers of the clusters. Then the remaining n-k members are assigned to the nearest cluster. After assigning all members to the cluster centers, they are recalculated and assigned to the clusters with the new centers, and this will continue until the cluster centers remain constant. The results on England and Wales dataset show that in 2002 the highest number of crimes was committed.

Crime clustering was performed using a combination of Genetic Algorithm (GA) and K-means [21]. Evaluation on England and Wales dataset was performed in the Rapid-Miner environment between 1990 and 2011. GA is used to optimize K-means. The purpose of the hybrid model of GA and K-Means is escape from local optimal points. Many researchers have used the GA to escape local optimal locations. In this model, a new method is proposed for crossover and mutation operators. The logic of the hybrid model is that if shift operators are performed in a predefined finite area, rather than randomly applied to the entire response space, they will achieve better solutions. The results showed that the criterion of accuracy in non-optimal condition is 85.74% and in optimum condition is 91.64%. As a result, the GA has been able to increase the accuracy of clustering.

A model based on multilayer ANN has been
proposed for crime detection and clustering [22]. In the multilayer ANN, there is an input layer that receives the information, there are some middle layers that take the information from the previous layers, and finally there is an output layer where the result of the computation goes to this layer and the answers are placed. The multilayer ANN model uses data training and testing for crime detection. The DBH dataset for residential burglary was used to evaluate the multilayer ANN model.

An example of cybercrime has been done on 1638 samples using the K-Means algorithm [23]. Evaluation was performed in SPSS and Rapid-Miner software. Samples are divided into three categories based on clustering: the first cluster equals 1479 samples, the second cluster equals 133 and the third cluster equals 26, and the overall clustering accuracy is 90.33%.

In 2012, KAUR et al. [24] proposed C4.5 model for cybercrime on 265 samples. They have used Weka software for evaluation and results. Algorithm C4.5 extends the classification range in addition to deductive attributes in a variety of numerical attributes. The C4.5 basically selects the attribute that has the highest degree of separation between the categories and makes the decision tree based on it. The results show that the detection accuracy of the C4.5 model is 94.67% and the kappa coefficient is 0.8976. The kappa coefficient is a numerical measure of between -1 and +1, which is closer to +1 indicating that there is fit more. Clustering is also done in three categories: soft, hard and none.

Researchers based on Support Vector Machine (SVM) and Adaboost [25] have evaluated and tested on 2700 samples to detect cybercrime, such as Facebook. 2430 samples were used for testing and 270 samples for training. Using this method for high-dimensional datasets and low data volumes is very useful. The dataset contains 6 features that have been tested in Weka. The results show that the accuracy of the Adaboost model is 98.70% and is higher than the SVM.

In 2016, researchers proposed a model based on a fuzzy inference system for detecting cybercrime [26]. Fuzzy inference system is a system that formulates a mapping from input to output using fuzzy logic. The fuzzy inference system is also called the rule-based system. Because this system is made up of a number of “if-then” terms. Words like Terrorists, Crime and Killers have been dealt with in the documents. Each word is assigned a weight based on its number and then a triangular membership function is used to fuzzification. The results show that the detection accuracy of the fuzzy inference system is higher than the SVM.

III. PROPOSED MODEL

The proposed model is derived from the combination of the EHO algorithm with the k-modes algorithm. The innovation of the proposed model relates to the phase formation of the center of the cluster to form optimal clusters on the samples. In the proposed model, EHO algorithm is used to find the center of the samples. The EHO algorithm helps the k-modes algorithm to find the center of the clusters. Each elephant, as a representative on the basis of different iterations, finds the best center of the cluster. From the n data, it is selected the number of k data as the center of the cluster using the EHO algorithm. While the center of the cluster is found, then the clustering of the samples is performed by the k-modes algorithm. By the EHO algorithm, the distance between the samples of the individual clusters is maximized and the distance between the samples is minimized using k-modes. The points discovered by the EHO algorithm as the centers of the clusters and in fact the average points belonging to each cluster. Each sample is assigned to a cluster that has the least distance to the center of that cluster. In Figure (1), the general flowchart of the proposed model is shown.

In the proposed model, at first the dataset is read and then the normalization is performed on data. The number of cluster centers is determined to discover the cluster centers at the beginning of the program operation. Based on the number of centralities, the search for the environment is performed by groups of elephants. Each elephant searches for the best point based on the position of the best leader in each group. The assignment of samples to each cluster is based on Euclidean distance. Each sample is assigned to the nearest center of the cluster based on the distance.
3.1. Normalization of data

Normalization is used to calibrate data. Using normalization, the data are adjusted in similar and close range. This action is done because the algorithm was not faced with values that are in a different range or range. Large-scale features are likely to increase the cost of running the fitness function over low-value features. This problem will be solved by normalizing the features so that their values are in the same domain. Eq.(1) is used to normalize the samples[27, 28].

\[
    x_i(t) = \frac{\bar{x}_i(t) - \mu_{ci}}{\sigma_{x,i}} 
\]

In Eq.(1), \(\bar{x}_i(t)\) is the actual value of the sample \(i\)th, the parameters \(\mu_{ci}\) and \(\sigma_{x,i}\) are mean and standard deviation. The purpose of Eq.(1) is to standardize the value of the samples to a real value.

3.2. Clustering

In the proposed model, the best solution obtained in the EHO algorithm is used to estimate the center of the cluster. In the proposed model, the number \(k\) is found by the EHO algorithm and is not predetermined. This method leads to faster execution of the algorithm due to reduced computation and linear search in the target population and also the amount of output of the EHO algorithm is converging more rapidly. Convergence means approaching the optimal solution. The optimal solution is to find the best centrality for each cluster based on learning in the problem space.

In the \(ci\) cluster, the next position to choose centrality depends on the position of the group leader. That is, the best particle in the group must have the best position for centrality. For elephant \(j\) in the \(ci\) group, the method is updated according to Eq. (2). In Eq. (2), \(x_{new,ci,j}\) are the new and old positions for the \(j\)-element in the \(ci\) cluster, respectively. The parameter is the best leader position in the whole cluster. This parameter detects the best position when searching. Also, a parameter is in the range \([0, 1]\) and is a scale factor for group leader effects to change positions. And the \(r\) parameter in the range \([0, 1]\) is used for uniform distribution.

\[
x_{new,ci,j} = x_{ci,j} + \alpha \times (x_{best,ci} - x_{ci,j}) \times r 
\]

The position of leader of the group as the best elephant in the group is updated according to Eq. (3). The update is used to detect further positions in the \(ci\) cluster and then selected the best location as the center of the cluster based on the comparison between solutions. In Eq. (3), the parameter \(\beta\) is in the range \([0, 1]\) and is an effective factor for controlling \(x_{center,ci}\).

\[
x_{new,ci} = \beta \times x_{center,ci} 
\]
Figure (2) shows the search to find the center of the clusters. Each elephant in each cluster changes its position based on the leader’s position toward the center.

The distance between the clusters should be minimal. Eq. (4) is used to calculate the inter-cluster distance. In Eq. (4), \( N_p \) is the number of samples in the dataset, for example \( S = \{N1, N2, \ldots, Np\} \), \( z_p \) is the sample data in the cluster \( C_k \), \( m_k \) is the center of the cluster \( k \)th, and \( K \) is the number of clusters.

\[
intra = \frac{1}{N_p} \sum_{k=1}^{K} \sum_{z \in C_k} ||z_p - m_k||^2
\]  

Figure (3) shows the inter-cluster distance. In cluster analysis, usually the \( p \) feature is measured on \( n \) samples and a matrix \( n \times p \) of primary samples is formed. The primary samples matrix is converted to the similarity or distance matrix and the samples are grouped by similarity using the clustering method.

Cluster centraity and distance between samples to cluster center are two important factors in clustering. If these two factors are well recognized, all samples are added to their own clusters. In the proposed model, k-modes algorithm is used to discover the centrality of the EHO algorithm and to assign the samples to the center of the cluster. The steps of the proposed model are as follows:

1) Determine the number of center clusters
2) Create basic solutions based on basic vectors

\[
x_{ij} = \begin{cases} 0, & \text{if } U(0,1) \leq 0.5 \\ 1, & \text{if } U(0,1) \geq 0.5 \end{cases}
\]

(5)

3) Repeat cycle
4) For each \( x_i \) solution is performed the following operations
   Select the center of the cluster if the value is \( x = 1 \).
   Calculate the distance of each sample to the center of the cluster

\[
d(x, y) = \sqrt{\sum_{i=1}^{m} (x_i - y_i)^2}
\]

(6)
5) Updating solutions
6) Repeat steps (3) to (5) until iteration maximum
7) Using k-modes to assign each sample to the best center
8) Assign each sample to the nearest cluster
9) Production of new clusters
10) Repeat steps (2) to (9) to discover the maximum number of centralities

The k-modes algorithm has disadvantages such as the inability to manage outliers and noise data in the clustering process, and the final answer depends on the choice of primary cluster centers, and there is no specific procedure for calculating the cluster centers initially. To solve this problem, EHO algorithm is used, and then obtained results is giving to the k-modes algorithm to clustering again. This leads to that noisy data in the k-modes algorithm is managed. The choice of the initial centers of the clusters is also made by the obtained results from the EHO algorithm.

3.3. Evaluation Criteria
On order to evaluate the proposed model should validation criteria for the results is used. Eq. (7) measures the purity of the clusters [29]. The purity criterion is used to measure clusters and their distribution. The F-Measure criterion is derived from a combination of precision and recall criteria, and is used to determine the accuracy of the prediction model. The recall criterion shows the accuracy of the cluster $i$ with respect to all samples where the label $i$ for the sample under by clustering model has proposed. In other words, the precision criterion is basically based on the accuracy of the prediction model. The recall criterion the accuracy of the clustering of the cluster $i$ showing based on total number of samples labeled $i$.

$$P(i, j) = \frac{n_{ij}}{n_i} \tag{8}$$

$$R(i, j) = \frac{n_{ij}}{n_j} \tag{9}$$

$$F - Measure = \frac{2 \times P \times R}{P + R} \tag{10}$$

$$RI = \frac{a + d}{a + b + c + d} \tag{11}$$

In Eq. (7), $c$ is the number of clusters, $C_i$ is the number of samples in cluster $i$, $C_i^{d}$ the number of data that is correctly classified in cluster $i$. In the defined equations, the parameters $n_i$, $n_j$ and $n_{ij}$ are the number of class $i$ data, the number of cluster data $j$ (obtained by the clustering algorithm) and the number of class $i$ data in the $j$ cluster, respectively [27]. In Eq. (11), the parameters $a$, $b$, $c$, $d$ are equal to the number of samples True Positive, False Positive, False Negative and True Negative, respectively [27]. The Rand Index (RI) has a value between 0 and 1 and a value close to 1 is the optimal criterion.

IV. EVALUATION AND RESULTS
The Communities and Crime dataset was used to evaluate the proposed model [30]. Parameters such as the number of elephants, $\alpha$, and $\beta$ are also used to run the program, which are 50, 0.5 and 0.6 respectively. The value of the parameters is determined based on iterations and repeat testing of the program. The number of $k$ in the k-modes algorithm is determined using the EHO
algorithm, and the number of k is equal to the center of the clusters.

4.1 Number of Iterations

In this section, the proposed model is evaluated based on the number of iterations of EHO algorithm. The results of Table (1) show that the precision of the clustering in the proposed model has increased with increasing number of iterations. The purity values in the proposed model for iterations 100 and 200 are 80.26 and 82.62, respectively.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Iteration=100</th>
<th>Iteration=200</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>K-Modes</td>
<td>Proposed Model</td>
</tr>
<tr>
<td>Purity</td>
<td>77.25</td>
<td>80.26</td>
</tr>
<tr>
<td>Precision</td>
<td>76.59</td>
<td>78.26</td>
</tr>
<tr>
<td>Recall</td>
<td>76.90</td>
<td>79.05</td>
</tr>
<tr>
<td>F-Measure</td>
<td>76.74</td>
<td>78.65</td>
</tr>
<tr>
<td>RI</td>
<td>0.7981</td>
<td>0.8032</td>
</tr>
</tbody>
</table>

Table 1: Evaluation of the proposed model based on the number of iterations

In Figure (4), a comparison chart of the proposed model with K-Modes based on 100 iterations is shown. The proposed model has been able to improve the clustering centers in the K-Modes model and to place similar samples in close proximity to similar clusters.

Figure 4: Comparison diagram of proposed model with K-Modes model based on 100 iterations

Figure 5 shows a comparison chart of the proposed model with a K-Modes model based on 200 iterations. In Figure (5), it is clear that the proposed model has been able to increase the accuracy of the purity to 200 iterations. There are number of comparisons more to detect data relative to the center of the cluster heads with 200 iterations, and similar data are more likely to be grouped into similar clusters.

In Figure (6), a comparison chart of the proposed model based on 100 and 200 iterations is shown. In Figure (6), comparisons based on different criteria show that the proposed model has better precision with 200 iterations.

Figure 5: Comparison diagram of the proposed model with K-Modes based on 200 iterations

Figure 6: Comparison chart of the proposed model based on the number of iterations
### 4.2. Feature Evaluation

In this section, the proposed model is evaluated based on Feature Selection (FS) with 200 iterations. The FS is done in four steps. The results of Table (2) show that when the number of features is 40 the purity value in the proposed model is 92.46, if the number of features is 60 the purity value in the proposed model is 92.17 and 120 the purity value is 91.26% and 91.07% respectively.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>FS=40</th>
<th>FS=60</th>
<th>FS=120</th>
</tr>
</thead>
<tbody>
<tr>
<td>Purity</td>
<td>90.61</td>
<td>92.46</td>
<td>92.17</td>
</tr>
<tr>
<td>Precision</td>
<td>88.25</td>
<td>90.63</td>
<td>89.82</td>
</tr>
<tr>
<td>Recall</td>
<td>89.26</td>
<td>91.72</td>
<td>90.64</td>
</tr>
<tr>
<td>F-Measure</td>
<td>88.75</td>
<td>91.17</td>
<td>89.82</td>
</tr>
</tbody>
</table>

In Figure (7), a comparison diagram of the proposed model based on the number of features is shown. The comparisons in Figure (7) show that the proposed model is more accurate if the number of features is less. Because it can find more optimal points for the center of the clusters, the clusters contain more similar data.

![Figure 7: Comparison chart of the proposed model based on the number of iterations](image)

Table (3) shows the results of the proposed model based on the iteration and different values of parameter α and β. α parameter is in the range [0, 1] and is a scale factor for group leader effects to change positions. The β parameter is in the range [0, 1] and is an effective factor for controlling centrality. It is clear in Table (3) that the proposed model with 400 iterations has a better purity value than the other cases. The maximum values of the boundary index in the 200 and 400 iterations are 89.15 and 91.49, respectively. The 200 and 400 iterations were chosen because the proposed model is more accurate in these iterations.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iterations</td>
<td>α</td>
</tr>
<tr>
<td>200</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td>0.6</td>
</tr>
</tbody>
</table>

The results in Table (3) are shown based on 20 clusters. That is, the number of centers found for clustering is 20. The maximum purity in the proposed model for the 200 and 400 iterations is 90.49 and 91.45, respectively. If the value of α and β is 0.6, the EHO algorithm will be able to detect the center of the clusters.

### V. CONCLUSION AND FUTURE WORKS

Security and military centers are face a large amount of criminal data and information, but without a systematic understanding of these phenomena, they cannot be implemented in the field of security. Automated methods and efficient and effective tools needed to extract knowledge in
the field of security can greatly help to information and security organizations to monitor as well as adopt useful strategies in the field of security. In this paper, a combination of EHO and k-modes algorithm is used to cluster crime. The EHO algorithm finds the best centrality among the samples and selects the best point as the centrality by updating in each iteration, and then k-modes the sample clustering operation using the nearest distance. The results showed that the purity and RI values in the proposed model were 91.45 and 91.06, respectively. K-modes based on weighting can be used for future work. In this method, each feature is assigned a weight. This is because some features in the dataset may be more important because of the weight gain. The weight a feature must be in the range of 0 to 1.
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